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• To ensure reliability, multiple
processes need to be considered
in tandem.

• To avoid the overlong delay in
one DL transmission, we need to
set a limit to each turn. And if
the DL delay exceeds the time
limit, the data uploaded in this
turn is lost and will be
retransmitted in future turns.
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Reinforcement Learning Background



RL environment settings

State Action

Reward

Agent

Next state

Environment

Game
Frame

● The game frame is sent to 
Agent as the state, and Agent 
selects the best action according 
to the state.
● The environment provides the 
agent with the reward according 
to its action under state, as the 
feedback for the Agent to 
evaluate the selected action.
● The objective is to maximize 
the accumulated rewards.



RL environment settings

● States of the two Agents are different

● Actions, reward are different

● Device access: Discrete
Resource allocation: Continuous
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Basic Algorithms



Deep Q-learning network (DQN):

• 𝑄𝑄 𝑆𝑆𝑡𝑡 ,𝐴𝐴𝑡𝑡 ← 𝑄𝑄 𝑆𝑆𝑡𝑡 ,𝐴𝐴𝑡𝑡 + 𝛼𝛼[𝑅𝑅𝑡𝑡+1 + 𝛾𝛾max
𝑎𝑎

𝑄𝑄 𝑆𝑆𝑡𝑡+1,𝑎𝑎 − 𝑄𝑄(𝑆𝑆𝑡𝑡 ,𝐴𝐴𝑡𝑡)].

• Q is the action value, which is the value of action A under state S. 𝛼𝛼 is 
learning rate, 𝛾𝛾 is reward discount factor with time steps.

• DQN must predict values of every action, which is infeasible in 
continuous action space.



Actor-Critic Structure
• Actor: responsible for action selection, update 
through policy gradient

• Critic: responsible for evaluating the action,
updated by Mean Square Error (MSE) loss
between the estimated Q value and factual Q
value

G𝑡𝑡 = �𝛾𝛾𝑡𝑡 × 𝑅𝑅𝑡𝑡

𝑅𝑅𝑡𝑡+1 + 𝛾𝛾max
𝑎𝑎

𝑄𝑄 𝑆𝑆𝑡𝑡+1,𝑎𝑎 − 𝑄𝑄(𝑆𝑆𝑡𝑡 ,𝐴𝐴𝑡𝑡)

𝑅𝑅𝑡𝑡+1 + 𝐶𝐶𝜙𝜙′ 𝑆𝑆𝑡𝑡+1,𝐴𝐴𝑡𝑡+1 − 𝐶𝐶𝜙𝜙(𝑆𝑆𝑡𝑡 ,𝐴𝐴𝑡𝑡)



Advantage Actor-Critic Structure
• It uses a baseline to evaluate the advantage of the 
action under state S. 

• The widely used baseline is the state value, V(s). 
Advantage is A = Q(S,A) - V(S)

𝐴𝐴𝑡𝑡



Asynchronous MDP



Reinforcement Learning



Asynchronous MDP



Centralized Training Decentralized Execution
CTDE (widely used Multi-agent RL framework)



Asynchronous Actor Hybrid Critic



Asynchronous Actor Hybrid Critic

𝑠𝑠𝑢𝑢1

Update 
Together

Critic  
Up

Critic 
Global

Critic 
Down

Calculate 
Advantage

Collect 
Trajectory

Calculate 
Advantage

Actor  
Up

Actor 
Down

Environment

'( , , )uu uR V V

'( , , )d d dR V V

'( , , )u u uR s s

'( , , )g g gR s s

'( , , )d d dR s s
ds

da

( , )u gA A

( , )gdA A

1 2 3u gdw L w L w L+ +

0
us

ua '
us



Asynchronous Actor Hybrid Critic

𝑠𝑠𝑢𝑢1



Asynchronous Actor Hybrid Critic

𝑠𝑠𝑢𝑢1

Update 
Together

Critic  
Up

Critic 
Global

Critic 
Down

Calculate 
Advantage

Collect 
Trajectory

Calculate 
Advantage

Actor  
Up

Actor 
Down

Environment

'( , , )uu uR V V

'( , , )d d dR V V

'( , , )u u uR s s

'( , , )g g gR s s

'( , , )d d dR s s
ds

da

( , )u gA A

( , )gdA A

1 2 3u gdw L w L w L+ +

0
us

ua '
us

Uplink + Global Advantage

Downlink + Global Advantage



Asynchronous Actor Hybrid Critic
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Three heads:
● input: UL state;  output: value for the UL state
● input: DL state;  output: value for the DL state
● input: Global state (concatenation of UL+DL); 

output: value for the Global state



Asynchronous Actor Hybrid Critic
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Asynchronous Actor Hybrid Critic



User-centric Metaverse



User-centric in Metaverse



Reasons for User-centric



U
ser characteristics

Battery State Computing Powers User Crowd Degree Resolution Settings Haptic Information

User-inherent characteristics

XR devices

Various types of XR devices

VR glasses VR gloves AR glasses Wearable devices XR phones XR suits

Reasons for User-centric



Distinct dem
ands

Energy consumption ReliabilitySecurity Haptic delay

Various applications and characteristics lead to distinct user demands

Frames per second 

Reasons for User-centric



Problem arises

. . .

2K

720P

         No sufficient 
computing power 
for high resolution

:Local computing power

Shopping

Game

Meeting



...

GAE

Calculate Advantage

...

...

User 1 
State

User 2 
State

User N 
State

User-centered RL
Overview

The Actor takes in the 
states of all users, then 
chooses actions for all 

users.

User 1 
State

Concatenation

User 2 
State

User N 
State

Actions

Environment with Multi-users
With the actions from 
all users, each user will 
get a separate reward.

The hybrid Critic 
evaluates the action 
under the state for 
each user, and then 

compute the losses for 
each user.

The rewards are used 
to calculate the 

advantages for each 
user, and then sent to 
the Actor for updating. 
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User-centric Reinforcement Learning
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Sum all users’ Advantages

Sum all users’ Losses

Actor:

Critic:



User-centric Reinforcement Learning



Multi-task/agent User-centric RL structure

Actor2

Environment Critic
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Actor 1 is for optimizing 
Task 1

Actor 2 is for optimizing 
Task 2 The Critic evaluate the 

global state for each user

Sum

Critic Losses for each VU

Sum
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